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Abstract-With the trend that the computational process 
of semantic similarity more and more mimics the human 
thought process, it becomes very important to consider the 
difference between semantics. In this paper, we review 
commonly used semantic similarity models, discuss the 
limitations of our previous models, and improve the 
information content (IC) computation model based on 
wordnet ontology. In turn, different strategy is employed. 
The results show that the model proposed in this paper has 
high computational accuracy. 
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I. INTRODUCTION 
 

With the rapid development of the Internet, 
information processing has become more and more 
important, especially the processing of text information 
has become more complex. Therefore, improving the 
accuracy of semantic similarity calculation is of great 
significance to the processing of text information. The 
semantic similarity calculation method has developed 
from initially only using the "is-a" relationship [1-4] to 
count the path length between concepts, the amount of 
information and depth of the concept itself, then，more 
multiple semantic relation-based approaches. [5-7] have 
been proposed by considering more relations such as 
“part-of”. 

With the deepening of ontology research and the 
wide application of ontology technology, more and more 
scholars propose to use structured domain ontology to 
calculate concept similarity, especially the semantic 
information in WordNet ontology is widely used in the 
calculation of semantic similarity [8]. WordNet-based 
computing methods are mainly divided into four 
categories: path distance [1,2,9-14], information content 
[3,15-20] and features [21-24], followed by multiple 
relation-based metrics that consider multiple 
computational factors [6,25-29]. 

In the calculation of semantic similarity, these 
studies mainly calculate the semantic similarity from the 
forward direction, that is, the correlation between 
concepts is calculated through the path length between 
concepts, the amount of information contained and the 
characteristics, so as to obtain higher similarity. 
Calculated results, which tend to deviate significantly 
from human-assessed results.  

This paper believes that the current researches on 
WordNet-based similarity calculation haven’t considered 
the structure of WordNet very comprehensively, 
especially the use of antisense relationship. Fewer 
existing research about antisense [25,29] are only limited 
to the direct antisense relationship of the concepts to be 
compared or the antisense relationship is simply 
calculated as a negative impact. 

Based on our previous work [29], this paper 
proposes an improved approach to maximize the use of 
antisense relationship by combining the information 
(depth, information content) contained in the node itself 
in the antisense path based on the Node to Least Common 
Ancestor Path (NLAP) to improve the accuracy of the 
calculation. 

 
II.  RELATED RESEARCH 

 
In this section, the existing WordNet-based 

similarity calculation methods will be introduced and 
analyzed in detail. 
A. Similarity measures based on path distance 

The method based on path distance relies on the 
WordNet is_a relational classification tree, and the 
semantic similarity between two concepts is represented 
by the shortest distance in the relational tree between two 
concepts. 

Rada [1] proposed to calculate the similarity of two 
concepts according to the minimum length path in the 
paths linking two concepts, that is, use the number of 
edges to calculate.However, Rada's method suffers from a 
drawback that all two concepts with the same semantic 
distance are equally similar. In some cases, the above 
inferences drawn from Rada's method do not match 
human judgment. This is a limitation of the path-based 
approach. 

Li et al. [2] exploited two structural factors of 
concepts, namely local density and LCA depth, to 
compute semantic similarity. 

Hao et al. [9] proposed a new model to combine 
path distance and depth of LCA through imitating the 
thought process of humans.  

Wu [10] improved on Rada's work by considered the 
depth of LCS (Least Common Subsumer). 
B. Similarity measures based on information content 
(IC) 

Resnik [15] was the first person to combine 
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ontology and corpus. He argues that the similarity 
between two concepts depends on the amount of 
information shared between them,he proposes an 
information content-based similarity method that uses the 
IC of the least common subclass LCS (ci, cj) between two 
concepts. 

Jiang [16] fused the path-based method (using only 
the shortest path) and the information content method to 
reflect the similarity between concepts, 

Lin et al. [17] improved Resnik's method by using 
the ratio of commonality between concepts and all the 
information they need as the similarity score between 
concepts，On the basis of the Lin method,  

Meng [3] proposed a nonlinear similarity model 
with the Lin metric result as the index for similarity 
calculation. 

Seco et al. [18] proposed an intrinsic computational 
method that only relies on the number of concept 
hyponyms in the taxonomy ontology.  
C.  Similarity measures based on features 

Feature-based methods utilize common features 
between concepts to measure semantic similarity and 
avoid the consistency of edge lengths between concepts. 
Two concepts are considered semantically more similar if 
they share more common information, and vice versa. 

Tversky et al. [21] believe that the similarity 
between concepts is asymmetric, and usually the features 
of the concept's parent and child classes will play a 
greater role than when they are compared backwards. 

Sánchez et al. [22] present an attribution-based 
approach which only uses taxonomic relationships in 
WordNet to calculate the normalized dissimilarity 
between concepts. It can avoid corpora-dependency or 
parameter-tuning and improve the generality in compare 
with the original measure. 

Wasti et al. [23] combine feature-based and 
statistics-based methods to form a new weighted 
feature-based method to solve the problem that 
feature-based methods treat all features equally in 
similarity evaluation and ignore the basic statistical 
information of features. 
D. Similarity measures based on Multiple Relationships 

Hirst and St-Onge [25] believe that there are concept 
words c1 and c2 with shorter paths, and the less the 
number of times the direction changes in the process of 
traversing the path, the stronger the correlation between 
the two concept words. 

Saif et al. [28] treat the semantic representation of a 
concept as a set of concepts that are extracted from the 
concepts of the same name in the semantic taxonomy, and 
then they propose four weighting mechanisms by using 
the Topological parameters (edges, depth, descendants, 
and density) to measure the relevance of features. 

Guan et al. [29] propose a method to add the 
dissimilarity between semantics to the calculation of 

semantic similarity,The method deeply mines the 
antisense relationship between concepts through the 
unique hierarchical structure of WordNet, and then uses 
the antisense relationship to represent the dissimilarity 
and combines with the existing methods to obtain the 
final semantic similarity result.  The method considers introducing a new approach 
to improve existing methods incorporating antisense 
relationships. On this basis, we also consider the 
structural information of WordNet. Due to the different 
depths and amounts of information in different positions 
of concepts, simply calculating the semantic similarity of 
concepts on the NLAP path will lead to inaccurate 
similarity results, thereby improving the original 
similarity calculation model. 

 
III.  PROPOSED MODEL 

 
In most cases, when people use the inherent 

structure of WordNet to calculate the similarity between 
them, they can consider the commonalities of concepts, 
such as their domain, class and species. However, the 
differences between them are ignored. In our previous 
research [29], in order to examine the effect of 
dissimilarity on the calculation results of similarity, we 
first introduced a new calculation factor called the 
Antisense Coefficient (AC) as the representation of 
dissimilarity between concepts, and proposed a new 
calculation factor called Node to Least Common Ancestor 
Path (NLAP) to consider the negative impact of antonyms 
of concept ancestors and the positive impact of concept 
ancestors, but in previous experiments, We have not 
considered the influence of different conceptual nodes in 
the NLAP path on the experimental results due to their 
different depths and densities, resulting in different 
amounts of information. 

Although we proposed the use of NLAP before, we 
did not consider the difference in information carried by 
different nodes on the NLAP path. For example, in Figure 
1, when calculating the similarity between school 
boy#1#1 and monk#1#2, it is first known that their LCA 
node is person#1#3, and the concept of school boy is in 
the node The extension of the concept is male#2#6 and 
male child#1#1, and their corresponding antonyms are 
female#2#5 and female child#1#1. So the nodes on 
NLAP(school boy#1#1) are female#2#5 and female 
child#1#1.But in the same hypernymy/hyponymy 
relationship of WordNet, each child node contains the 
information contained in the parent node, and contains 
more information than the parent node, so we believe that 
the deeper the level of the concept node, the higher its IC 
value.So the IC value of female child#1#1 node is greater 
than female#2#5. Therefore, we have the following 
definition for the node Nc in NLAP. 

Definition 1.IC(Nc) Information content of nodes 

1024



on NLAP. The IC of concept Nc is calculated in (1): 
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Figure 1 An excerpt of the field relationship in WordNet 

where γ is the smoothing factors(0 <γ <1)，Where 
hypon(Nc) is the hyponym number of concept Nc and 
max_nodes is the number of the nodes in a taxonomic 
ontology. D(NC) represents the depth of concept nodes in 
Wordnet. 
When NLAP is used to calculate AC, NLAP(ci) and 
NLAP(cj) are used to represent the set of hidden antonyms 
in ci and cj,,When calculating the simNlap(ci,cj),the 
similarity results of the existing path distance-based 
methods are linearly fitted. At this time, the similarity 
formula is presented in (2): 

 ( , ) ( , ) - ( , )Nlap i j path i j i jsim c c sim c c antisim c c= (2) 
Where simpath is the result of existing similarity 

calculation methods related to path distance, ci and cj are 
a pair of concepts to be compared, antisim(ci,cj) is a 
function representing the AC of ci and cj，and to examine 
the effect of antonymy on the correction of similarity, 
When calculating antisim (ci, cj), it is necessary to 
consider the location information of different nodes on 
his NLAP path，The similarity formula is presented in (3): 
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where α and β are the smoothing factors(0 < α, β 

<1),N represents the number of nodes on both NLAPs, 
and Nci represents the nodes on NLAP(ci) and 
NLAP(cj) ,The antisense coefficient between concepts is 
equal to the mean of the similarity of all nodes on NLAP 
between one of the concepts to be compared and the 
other. 

L(path) is the distance function related to the 
shortest path, L(IC) is the distance function related to IC. 

The definition of L(IC) is the same as Jiang [16], 
L(path) and L(IC) are calculated as (4) and (5): 

log( ( , ) 1( )
log(2 max 1)

i jdis Nc NcL path
d

+
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）

  (4) 
( ) ( ) ( ) 2 ( ( , ))i j i jL IC IC Nc IC Nc IC LCS Nc Nc= + − ×  (5) 

Where dis (Nci,Ncj) represents the distance 
between two concept nodes, and dmax represents the 
maximum depth of WordNet. 

 
IV. EXPERIMENT 

 
A. Experimental dataset and evaluation criteria 

In order to verify the effectiveness of the method 
model, the datasets and evaluation criteria selected in this 
paper are widely selected from other papers and have high 
authority. 

(1) Rubenstein and Goodenough (RG65) [30]: RG65 
contains 65 pairs of common English words, and in 1965, 
51 college students scored these 65 pairs of words, 
ranging from 0 to 4 representing words Pairs range from 
completely unrelated to very consistent, meaning that the 
higher the similarity score of the word pair, the higher the 
similarity. 

(2) Miller and Charles (MC30) [31]: MC30 is a 
re-improvement of RG65 25 years after its launch. 30 
representative word pairs were selected from RG65, 
namely 10 completely unrelated word pairs, 10 relatively 
related word pairs and 10 very related word pairs. And the 
30 word pairs were manually scored again after selection. 

(3) Pearson Correlation Coefficient: As with most 
choices of existing methods, this paper uses the Pearson 
correlation coefficient to compare the set of similarity 
results of the method with the set of similarity results 
judged by humans. The obtained Pearson correlation 
coefficient ranges from 0 to 1, and the closer the value is 
to 1, the closer the similarity result obtained by the method 
model is to human judgment. The formula for calculating 
the Pearson correlation coefficient is as (6) : 

n

1
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Where x represents the dataset composed of human 
judgment results, y represents the similarity result dataset 
obtained from the experiment, xi and yi represent the i-th 

element in x and y, respectively, x  and y represent the 
mean of x and y, respectively, and n is the number of word 
pairs in the dataset. 
B. A comparative analysis of the model and existing 
path-based methods 

First, this paper reproduces the existing method of 
calculating factors such as path distance, depth and density, 
and uses it to combine with our model in the same way to 
compare how close the test results are to human judgment 
on the same test dataset. Experiments show that when the 
antisense model proposed in this paper is combined with 
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the existing methods based on the upper and lower 
relationship, the model in this paper can make the 
similarity results of the existing methods closer to human 
judgment. Table 1 shows the comparison results between 
the model in this paper and the existing path-based 
methods. From Table 1, it can be concluded that, the 

proposed model can significantly improve the partial 
path-based Pearson correlation coefficient on WordNet, 
including methods based only on path distance [1], 
methods based on path distance and depth [2,10], and 
methods based on path distance, depth, and density, and a 
method of weighted path length [6].

TABLE I 
Comparison results with existing path-based methods 

Method for counting 
path distances 

Similarity calculation 
model 

calculating factors 
 MC30 RG65 

Rada's method 
 

Wu[10] path length,depth 0.741 0.786 
Leacock[13] path length 0.779 0.838 

Liu[14] path length,depth 0.796 0.842 
Li[2] path length,depth 0.792 0.852 

Hao[9] path length,depth 0.827 0.856 

Zhu’s method 
 

Wu_PD[10] path length,depth,density 
 

0.872 0.857 
Leacock_PD[13] path length,depth,density 0.833 0.844 

Li_PD[2] path length,depth,density 0.839 0.849 

Guan's method 
 

Wu[10] path length,depth 0.809 0.810 
Leacock[13] path length,depth 0.784 0.846 

Liu[14] path length,depth 0.845 0.855 
Li[2] path length,depth 0.841 0.864 

Hao[9] path length,depth 0.883 0.860 

Wu_PD[10] path length,depth,density 
 0.887 0.857 

Leacock_PD[13] path length,depth,density 0.855 0.845 
Li_PD[2] path length,depth,density 0.870 0.849 

our method 
 

Wu[10] path length,depth 0.813 0.814 
Leacock[13] path length 0.792 0.848 

Liu[14] path length,depth 0.853 0.859 
Li[2] path length,depth 0.852 0.867 

Hao[9] path length,depth 0.890 0.863 

Wu_PD[10] path length,depth,density 
 0.891 0.860 

Leacock_PD[13] path length,depth,density 0.863 0.849 
Li_PD[2] path length,depth,density 0.874 0.853 

The above existing path-based similarity methods 
generally improve the correlation by about 6.2% on MC30, 
and generally improve the correlation by about 0.8% on 
RG65. In the original method, the higher the original 
Pearson correlation coefficient, the lower the improvement 
effect of the Pearson correlation coefficient. Compared 
with our previous method, the correlation is generally 
improved by about 1% on MC30 and 0.3% on RG65, and 
the best correlations on MC30 and RG65 are 0.891 and 
0.867, respectively. 

 
Figure 2 Comparison of five existing path distance-based methods 

improved by our model. 

Figure 2 is the comparison result of five existing 
path-distance-based methods improved by our model, 
where γ is set in the range of 0 to 1. 

It can be seen from Figure 2 that the Pearson 
correlation value of Li [2], Hao [9], Liu [12] combined 
with our model will increase when 0<γ<0.99. The 
correlation value of each model will decrease after 
reaching the extreme value. For example, after Wu [8] and 
Leacock [13] are combined with our model, their Pearson 
correlation value is compared with the original method. 
When γ>0.7 and γ>0.9, it decreased and was lower than 
the original Pearson correlation value, At the same time, 
this also shows that compared with our previous model, 
considering the information of the nodes on the path in 
NLAP will optimize the experimental results. And the 
scope of optimization has also been improved (from 0.6 to 
0.7, and 0.85 to 0.9, respectively), which indicated that the 
correction effect of the antisense coefficient would not 
improve the Pearson correlation value when the parameter 
took any value. When the Pearson correlation value is 
lower than the original Pearson correlation value of the 
method, it means that the antisense coefficient at the 
moment is too large, and there is no improvement effect 
on the original method. 
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C. A comparative analysis of the model and existing 
methods 
 

This section compares the results of our model with 

existing similarity algorithms (information content-based 
methods, feature-based methods, hybrid methods) to 
evaluate the effectiveness of our model.

TABLE Ⅱ 

Results compared with various existing methods 
Type Similarity  model MC30 RG 65 

Feature 
 

Sánchez [22] 0.830 0.857 
Wasti [23] 0.840 0.853 

Edge-counting 
 

Wu [10] 0.741 0.786 
Leacock [13] 0.779 0.838 

Liu [14] 0.796 0.842 
Li[2] 0.792 0.852 

Hao [9] 0.827 0.856 
Wu_PD [10] 0.872 0.857 

Li [12] 0.863 0.871 

IC 
 

IC calculated in 
Seco's method 

 

Resnik [15] 0.741 0.794 
Lin [17] 0.841 0.844 
Meng [3] 0.838 0.848 

IC calculated in 
Meng's method 

 

Resnik [15] 0.838 0.831 
Lin[17] 0.849 0.862 

Meng [3] 0.858 0.876 

Hybrid 
 

Zhou [6] 0.866 0.872 
Cai [26] 0.901 0.852 
Saif [28] 0.852 0.862 

Edge-counting Hao [9] (our) 0.890 0.863 
Wu_PD [10] (our) 0.891 0.860 

It can be seen from Table 2 that the accuracy of the 
distance-based semantic similarity calculation methods is 
low, and the hybrid calculation method has a relatively 
higher correlation coefficient. The test results of the 
method proposed in this paper on the MC30 and RG65 
datasets better than most methods. 

From the above analysis, it can be seen that the 
proposed method can improve other path-based methods 
and obtain higher correlation values with standard 
benchmarks (our model has the highest correlation of 
0.891 with the MC30 dataset and the highest correlation 
with the RG65 dataset is 0.867. 

 
V.   CONCLUSION AND FUTURE WORK 

 
This paper proposes an improved WordNet-based 

concept similarity calculation method. This method is 
suitable for improving other methods for calculating 
semantic similarity between concepts based on path 
distance. Compared with our previously introduced 
NLAP model experimental model, quantifying the 
amount of information contained in the node's own 
position on the NLAP path makes the similarity 
calculation result more accurate and can also correct 
the over-similarity of the existing path distance-based 
model. The existing methods are reproduced and the 
corresponding experiments are carried out on the 
combination of the antisense relationship and the 
existing methods. The experimental results show that 
the model proposed in this paper has a high correlation 
on the data sets MC30 and RG65. are 0.891 and 0.867, 

respectively. 
In the future work, in the application of concept 

similarity, it can be considered to combine the 
similarity calculation method based on concept 
dissimilarity proposed in this paper with strings 
according to part of speech to calculate the similarity 
of sentences. 

 
REFERENCES 

 
[1] R. Rada, H. Mili, E. Bicknell, et al, “Development and Application 

of A Metric on Semantic Nets,” IEEE Transactions on Systems, 
Man, and Cybernetics, vol. 19, No. 1, 1989, pp. 
17-30,doi:10.1109/21.24528. 

[2] Y. Li, Z. A. Bandar and D. Mclean,“An Approach for Measuring 
Semantic Similarity between Words Using Multiple Information 
Sources,”IEEE Transactions on Knowledge and Data Engineering, 
vol.15,No.4,2003,pp.871-882, doi:10.1109/TKDE.2003.1209005. 

[3] L. Meng, J. Gu and Z. Zhou, “A New Model of Information 
Content Based on Concept' s Topology for Measuring Semantic 
Similarity in WordNet,” International Journal of Grid & 
Distributed Computing, vol. 5, No. 3, 2012, pp.81-94. 

[4] X.Gao, X. Dong, and C. Zhang. “Model Similarity Calculation 
based on Self-Adaptive Global Best Harmony Search Algorithm” 
International Journal of Performability Engineering, vol. 16, no. 7 , 
July 2020, pp. 1019-1026. 

[5] P. Julián-iranzo, F. Sáenz-pérez,“Implementing WordNet 
Measures of Lexical Semantic Similarity in a Fuzzy Logic 
Programming System,”Theory and Practice of Logic Programming, 
vol.21,No. 2, 2021, pp.264-282,doi:10.1017/S1471068421000028. 

[6] Z. Zhou, Y. Wang, J Gu, “New Model of Semantic Similarity 
Mmeasuring in Wordnet,” Intelligent System and Knowledge 
Engineering 2008, New York, America,19 Dec 2008, pp.256-261.  

[7] X. Zhu, F. Li, H. Chen, et al,“An Efficient Path Computing Model 
for Measuring Semantic Similarity Using Edge and Density,” 
Knowledge and Information Systems, vol. 55, No. 1, 2018, 
pp.79-111. 

1027



[8] A. Brek, and B. Zizette, “Enhancing Information Extraction 
Process in Job Recommendation using Semantic Technology,” 
International Journal of Performability Engineering, vol.18, no. 5, 
May 2022, pp. 369-379. 

[9] D. Hao, W. Zuo ,T. Peng , et al,“An Approach for Calculating 
Semantic Similarity between Words Using WordNet,”2011 
Second International Conference on Digital Manufacturing & 
Automation,New York,America, 20 Oct 2011,pp. 177-180. 

[10] Z. Wu, M.Palmer, “Verb Semantics and Lexical Selection,”ACL 
Proceedings of Annual Meeting on Association for Computational 
Linguistics,Cambridge,British,1994,pp. 33--138. 

[11] D. J. Jones , G. Mansingh,“Not Just Dissimilar, but Opposite: An 
Algorithm for Measuring Similarity and Oppositeness between 
Words,”2016 International Conference on Data Science and 
Engineering :ICDSE ,New York,America,19 Jan 2016,pp. 1-6. 

[12] F. Li, L. Liao, G. L. Zhan , et al,“An Efficient Approach for 
Measuring Semantic Similarity Combining WordNet and 
Wikipedia,”IEEE Access, vol. 8, 2020, 
pp.184318-184338,doi:10.1109/ACCESS.2020.3025611. 

[13] C. Leacock , M. Chodorow,“Combining Local Context and 
WordNet Similarity for Word Sense Identification,” WordNet: An 
Electronic Cexical Database, vol. 49,No.2,1998, pp.265-283. 

[14] X. Y. Liu, Y. M. Zhou, R. S. Zheng,“Measuring Semantic 
Similarity in WordNet,”2007 international conference on machine 
learning and cybernetics,New York,America,1 Jan 2007, pp. 
3431-3435. 

[15] P. Resnik, “Using Information Content to Evaluate Semantic 
Similarity in A Taxonomy ,”IJCAI’95: Proceedings of the 14th 
International Joint Conference on Artificial Intelligence, Montreal, 
Canada, 1995, pp. 448-453, doi:http://dx.doi.org/ 

[16] J. J. Jiang, and D. W. Conrath, “Semantic Similarity Based on 
Corpus Statistics and Lexical Taxonomy,” Rocling, pp.  
1997:11512, doi:http://dx.doi.org. 

[17] D. Lin,“An Information-theoretic Definition of 
Similarity”International Conference on Machine Learning, 
Amsterdam,Holland, 1998,pp.296-304,doi:http://dx.doi.org. 

[18] N. Seco, T. Veale , J. Hayes,“ An Intrinsic Information Content 
Metric for Semantic Similarity in WordNet,”Proceedings of the 
16th European Conference on Artificial 
Intelligence:ECAI,valencia,Spain,22 Aug 2004,pp.1089-1090. 

[19] A. Banu , S. S. Fatima , K. U. R. Khan,“ Information Content 
Based Semantic Similarity Measure for Concepts Subsumed By 
Multiple Concepts,” International Journal Web Applications, vol. 
7, No. 3, 2015, pp. 85-94. 

[20] X. Zhang, S. Sun and K. Zhang, “An Information Content-based 
Approach for Measuring Concept Semantic Similarity in 
Wordnet,”Wireless Personal Communications, vol. 103, No. 1, 
2018, pp. 117-132,doi:10.1007/s11277-018-5429-7. 

[21] A. Tversky,“Features of Similarity,”Psychological Review, vol. 84, 
No. 4, 1977, pp. 327,doi:10.1037/0033-295X.84.4.327. 

[22] D. Sánchez, M. Batet, D. Isern, et al, “Ontology-based Semantic 
Similarity: A New Feature-based Approach,” Expert Systems with 
Applications, vol.39, No.9, 2012, pp. 7718-7728, 
doi:10.1016/j.eswa.2012.01.082. 

[23] S. H. Wasti, M. J. Hussain, G. Huang, et al,“Assessing Semantic 
Similarity between Concepts: A Weighted‐feature‐based 
Approach,” Concurrency and Computation: Practice and 
Experience, vol.32,No.7,2020,pp.e5594. 

[24] D. Jing, Y. Tian, C. Zhang, C. Yang, and H. Yang. 
“Knowledge-based Semantic Reasoning for Creativity,” 
International Journal of Performability Engineering. vol. 16, no. 5, 
May 2020, pp. 800-810. 

[25] G. Hirst, D. St-onge, “Lexical Chains as Representations of 
Context for the Detection and Correction of Malapropisms,” 
Lecture Notes in Physics, vol.728, No.9, 1997, pp.123-149, 
doi:10.1007/978-3-540-72995-2_3. 

[26] Y. Cai, Q.  Zhang, W. Lu, et al, “A Hybrid Approach for 
Measuring Semantic Similarity Based on IC-weighted Path 
Distance in WordNet,” Journal of Intelligent Information Systems, 
vol.51,No.1,2018,pp.23-47,doi:10.1007/s10844-017-0479-y. 

[27] X. Zhang, S. Sun and K. Zhang, “A New Hybrid Improved 
Method for Measuring Concept Semantic Similarity in WordNet,” 
The International Arab Journal of Information Technology, 
vol.17,No.4,2020,pp.433-439,doi:10.34028/iajit/17/4/1. 

[28] A. Saif,U. Z. Zainodin, N. Omar, et al, “Weighting-based 
Semantic Similarity Measure Based on Topological Parameters in 
Semantic Taxonomy,” Natural Language 
Engineering,vol.24,No.6,2018,pp.861-886,doi:10.1017/S13513249
18000190.  

[29] H. Guan, C. Jia and H. Yang, “Intelligent recognition of semantic 
relationships based on antonymy,”Multiagent and Grid Systems, 
vol.16,No.3,2020,pp.263-290,doi:10.3233/MGS-200332. 

[30] G. A. Miller and W. G. Charles, “Contextual Correlates of 
Semantic Similarity,” Language and Cognitive Processes, vol.6, 
No.1, 1991, pp.1-28, doi:10.1080/01690969108406936. 

[31] H. Rubenstein and J. B. Goodenough, “Contextual Correlates of 
Synonymy,” Communications of the ACM, vol.8, No.10, 1965, 
pp.627-633, doi:10.1145/365628.365657.

 
     
 
 

1028

http://www.baidu.com/link?url=I8_ZI41nKk9D4rxLUNEJaenM49HqYaGB27OvSAdbml6Uvb6QZYGswenyskLzlvZetD51MnN3viNT4QMkFhTATwcH6k3egEN6-h3KXvwfQby
http://www.baidu.com/link?url=rlHWy3j8vRQpYm2BjDTeAT9ouGGKXRV-S8MLMc7Dw-VWjCP9xrE6SHWyHSpWW-L6fB8UmxUDAw2WRxGY6hqrHJRQQOv10s-4UdsA21auyo7
http://www.abe.pl/en/advancedsearch/search?amount=10&publisher=+Ramon&deposit=7614165
http://www.abe.pl/en/advancedsearch/search?amount=10&publisher=+Ramon&deposit=7614165
http://www.abe.pl/en/advancedsearch/search?amount=10&publisher=+Ramon&deposit=7614165
https://www.baidu.com/link?url=sfZe7i-YuLFVE5a9nzTFy3bQU_582ZhnwAsmR0VTNpPLdQqgQwxkvzhu3T8f9TzLzKL0NDwkWXbWVQgfEJLq_Bav_rlV7mLhNcxhaGVXoQ7&wd=&eqid=99c22a380025ea9e0000000462c57776

